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AI Risks
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AI Risks
AIID (AI Incident Database)
https://incidentdatabase.ai

AIAAIC Repository
https://www.aiaaic.org/aiaaic-repository

Icons from https://www.flaticon.com/
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Efforts Addressing AI Risks

Regulations

Trustworthy AI Guidelines

AI Risks Provide technical solutions

Promote trustworthy AI 

Standards

Highlight the need for AI 
regulation

Request for harmonised standards
(AI Act, Art. 40)

Provide technical solutionsShow gaps in standards
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AI Act Risk Pyramid
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Unacceptable Risk

High Risk

Limited Risk

Minimal Risk

Prohibited

Requirements for high-risk AI systems

Transparency obligations for certain AI systems

Codes of conduct

High Risk to health, safety, and 
fundamental rights of people:
1) Product or safety component of a 
product covered by Annex II
2) AI system used in Annex III areas 

RQ1
What is the information required to 
determine whether an AI system is 
‘high-risk’ as per the AI Act?
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Risk 
management 

system

Data and data 
governance 

Technical 
documentation

Record keeping
Transparency and 

provision of 
information to users

Human 
oversight

Accuracy, 
robustness and 
cybersecurity

Requirements for High-Risk AI Systems

Requirements
For high-risk AI 

systems 

Identification, assessment and 
mitigation of risks and impacts

aArt. 
11

aArt. 
10

aArt. 
9

aArt. 
12

aArt. 
13

aArt. 
14

aArt. 
15

Documentation of the 
information required for 

demonstrating conformity 
(Annex IV)  

Creating instruction of use

RQ2
What information must 
be maintained regarding 
risk and impacts of high-
risk AI systems according 
to the AI Act and ISO risk 
management standards?
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• Maintaining, querying, and sharing information associated with risks for 
compliance checking, demonstrating accountability, and building trust

• Challenges:
• The pace of changes in AI systems
• The amount of risk-related information
• The complexities in the AI value chain 

Challenge
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Using semantic web technologies: 
- enables automation
- Interoperability

RQ3
To what extent can semantic 
web technologies assist with 
representing information and 
generating documentation 
for high-risk AI systems 
required by the AI Act?
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Research Questions
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What is the information required to determine whether an AI 
system is ‘high-risk’ as per the AI Act?

What information must be maintained regarding risk and impacts 
of high-risk AI systems according to the AI Act and ISO risk 
management standards?

To what extent can semantic web technologies assist with 
representing information and generating documentation for high-
risk AI systems required by the AI Act?

1

2

3

Identify information 
requirements from:
• the AI Act
• ISO 31000 family

Create AIRO (AI Risk Ontology) 
demonstrate its applicability in 
real-world cases
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Topic Summary Relation to this work
AI risk management 
standards

ISO 31000:2018 Risk 
management– Guidelines
ISO 31073:2022 Risk 
management — Vocabulary

Used for identifying risk concepts

AI risk taxonomies Existing taxonomies of AI risks, 
harms, risk sources, & mitigation 
measures 

Reusing the taxonomies for 
populating AIRO 

Risk models & ontologies - Generic risk models
- Domain-specific risk models

Reusing risk concepts

State of the Art 
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Ontology Development Methodology
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Requirements specification

Ontology Implementation

Evaluation

Publication

Maintenance

AI Act Proposal

ISO 31000

ISO/IEC 22989

https://w3id.org/AIRO

AIAAIC 
repository

Kn
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AIRO Requirements

Describing High-Risk AI Systems
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Question concept Relation with AISystem

What techniques are utilised in the system? AI Technique usesAITechnique

What domain is the system intended to be used in? Domain isAppliedWithinDomain

What is the intended purpose of the system? Purpose hasPurpose

What is the application of the system? AI Application hasApplication

Who is the intended user of the system? AI User hasAIUser

Who is the subject of the system? AI Subject hasAISubject

In which environment is the system used? Environment Of Use isUsedInEnvironment

Questions to identify whether an AI system is high-risk according to Annex III
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AIRO Requirements
Technical Documentation
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Ann
ex IV

Required Info Domain Relation Range

1(a) System’s intended purpose 

System’s developers 
System's date   
System's version

AISystem

AISystem 
AISystem
AISystem

hasPurpose

isDevelopedBy
dcterms:date 
hasVersion

Purpose

AIDeveloper

Version

…

4 Risks of AI system

Sources of the risk 

Consequences of the risk

Harmful impacts of risk 

Probability of risk

Severity of impact 
…

AISystem

RiskSource

Risk

Consequence 

Risk

Impact

hasRisk

isRiskSourceFor

hasConsequence

hasImpact

hasLikelihood

hasSeverity

Risk

Risk

Consequence

Impact

Likelihood

Severity
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AIRO
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https://w3id.org/AIRO
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Use-cases
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Use-case #1: Uber’s Real-time ID Check System
Purpose: Ensure the system is used by the registered driver
Main issue: Discrimination against drivers of BAME background

Use-case #2: VioGen Domestic Violence System
Purpose: Determine the eligibility to access police protection by predicting the 
likelihood of a victim of gender violence to be assaulted by the same perpetrator again
Main issue: Inaccuracy of predictions

Icons from https://www.flaticon.com/AIRO: Ontology for representing AI Risks | Delaram Golpayegani et al. | SEMANTiCS 2022 | contact:sgolpays@tcd.ie | https://w3id.org/AIRO



Use-case #1: Uber’s Real-time ID Check System
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Identification of High-Risk AI Systems
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AIRO concept
AISystem uber’s real time id check

AITechnique machine learning techniques

Domain employment

Purpose biometric identification of drivers to 
decide on contract termination

AIApplication facial recognition

AIUser uber driver

AISubject uber driver of bame background

Environment
OfUse

work related relations

High Risk
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• Manual analysis



• ”Rules” to determine whether AI 
satisfies conditions for being “high-risk”

• Choose your favourite flavour of rule
languages & mechanisms

• We chose SHACL
• Why:

• Flexible, Standardised
• Extensible with plugins/features
• Built-in documentation of outputs
• Integrate to instead check outputs e.g. 

another rule engine

• We implement SHACL shapes for
clauses defined in Annex III that 
determine high-risk

• Validation is to NOT satisfy the 
expressed criteria

SHACL Shapes for Automatic Identification of High-Risk AI
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Domain Challenge

the incident reports do 
not provide detailed 
information

Why: 
Implementation Details

Generating Technical Documentation
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Benefit to Stakeholders
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Researchers

Organisations

Maintaining risk 
info

Generating risk 
documentation

Determining 
high-risk AI

Creating  
domain-specific 

AI risk ontologies

Annotating and 
classifying AI 

incidents

Authorities/ 
Standardisation bodies

Mapping 
standards/technical 

solutions to legal 
requirements

Certification bodies

Checking legal 
conformity
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• Enhance AIRO to: 
• represent known categories of AI risks identified from real-world incidents
• express provenance of AI risk and impact assessments

• Incorporate changes from the AI Act update and recently developed 
ISO standards
• Create rules for determining High-Risk AI
• Develop tools for risk documentation generation and sharing
• Apply AIRO’s AI impact assessment for the GDPR’s DPIA

Future Work
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AI Risks based on the Proposed EU 
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Ontology: https://w3id.org/AIRO
GitHub: 
https://github.com/delaramglp/AIRO
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